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[1] We analyzed temperature trends from 460 GHCNv2 weather stations in the western
United States for 1948–2006 to determine whether the extent of decoupling of surface
temperatures from the free atmosphere influences past change. At each location we derived
monthly indices representative of anticyclonicity using NCEP/NCAR 700 hPa reanalysis
pressure fields. The number of anticyclonic days minus cyclonic days (A–C) is positively
correlated with temperature anomalies at exposed convex sites and in the north of the
domain where the free atmosphere controls temperature, anticyclonic months being
warmer. In topographic concavities, and in the south of the domain where the influence
of upper air ridges and troughs is muted, the relationship is much weaker. We use the
gradient of the A–C index–temperature relationship to represent a coupling index, highest at
exposed free‐air locations. On a mean annual basis there are no strong relationships
between temperature trend magnitude, elevation, topographic incision, or coupling index.
However, in winter, warming is weaker at decoupled locations, especially when snow cover
is present. Where snow is absent in winter, and in fall, the relationship is reversed.
Circulation changes (increased cyclonicity) can explain the disparity in warming between
decoupled and exposed locations in fall and to a certain extent in winter (increased
anticyclonicity), although winter results are also regionally sensitive. Thus, future climate
change may be different (amplified or muted dependent on season and/or surface
characteristics) in locations prone to surface decoupling, compared with locations exposed
to the free atmosphere. Understanding such processes will aid downscaling of future
climate change.

Citation: Pepin, N. C., C. Daly, and J. Lundquist (2011), The influence of surface versus free‐air decoupling on temperature
trend patterns in the western United States, J. Geophys. Res., 116, D10109, doi:10.1029/2010JD014769.

1. Introduction

[2] Most simulations of future climate change are based
primarily on models of large‐scale free atmospheric behavior,
and as a consequence it is difficult to downscale predictions of
climate warming to the local scale [Wilby and Wigley, 1997],
particularly in areas of complex relief. Local‐ and regional‐
scale processes, such as cold air drainage flow or the trapping
of cold dense air masses by relief, effectively decouple the
lower atmosphere from the regional signal, resulting in sur-
face temperatures which can be markedly different from
those expected from simple downward extrapolation of free‐
air temperature fields [Sairouni et al., 2008; Sheridan et al.,
2010; Daly et al., 2010]. Lower surface temperatures are
commonly associated with the development of a temperature
inversion in the lowest layers of the atmosphere [Whiteman,

1982; Clements et al., 2003], which is often constrained by
topography: valley bottom locations being under the inver-
sion, while hilltops can protrude above [Lundquist et al.,
2008].
[3] Because of the variable temporal and spatial occur-

rence of this decoupling, spatial patterns of temperature are
difficult to model in areas of complex relief, and under-
standing inversion formation and destruction is one of themost
challenging meteorological forecast problems [Smith et al.,
1997; Sheridan et al., 2010; Gustavsson et al., 1998; Pagès
et al., 2008]. The issue is also central to the task of climate
forecasting on a regional basis [Giorgi and Francisco, 2000;
Murphy, 2000; Mearns et al., 2001; Stahl et al., 2006; Daly
et al., 2007]. Systematic surface temperature patterns can
sometimes be discovered using a synoptic climatological
approach [Hay et al., 1992; Yarnal, 1993;Conway and Jones,
1998; Crane and Hewitson, 1998; Wilby et al., 1999], since
decoupling is strongly dependent on local cloud cover [Kahl,
1990] and wind conditions, which in turn are dependent on
the upper level pressure pattern. The importance of upper
level flow strength (usually 500–700 hPa) in controlling the
extent of surface decoupling has long been recognized, with
strong mechanical forcing from above often responsible for
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inversion destruction and breakup [Banta and Cotton, 1981;
Banta, 1986; Maki and Harimaya, 1988; Clements et al.,
2003; Whiteman et al., 2004a]. Thus a broad generalization
is that high‐pressure conditions with atmospheric subsidence,
limited cloud cover, and lack of wind, are the most conducive
for low‐level inversion formation [Yoshino, 1984; Iijima and
Shinoda, 2000;Kassomenos and Koletsis, 2005], while during
storms, the atmosphere tends to be well mixed [Lundquist and
Cayan, 2007; Barry, 2008].
[4] In the context of climate change, Daly et al. [2010]

demonstrated for the Oregon Cascades that monthly tem-
perature anomalies at low‐level valley locations show lim-
ited correlation with free atmospheric forcing (as defined by
700 hPa vorticity), whereas higher‐elevation ridge top sites
are well correlated. They go on to show that changes in cir-
culation, as predicted by many GCMs [Yin, 2005; Pinto
et al., 2007; Ulbrich, 2009] would therefore have differential
impacts at exposed ridge top and sheltered valley bottom
sites. Despite the fact that similar differential sensitivity of
climate stations to circulation has been shown in studies in
many parts of the world [Pepin, 2001; Pepin and Losleben,
2002], there has been little work to examine whether this
difference is still relevant when examining long‐term tem-
perature trends on a broad regional scale over the past 50–
60 years. If cold air pooling was to become less frequent in

a warmer world for example, local change would be amplified
in such sensitive locations.
[5] This study sets out to assess whether locations prone

to strong decoupling have seen enhanced or muted change
in comparison with other locations over this extended time
period, and whether more broadly, knowledge of atmospheric
decoupling is relevant when considering climate change over
decadal time scales. The relevance of such a study extends
into many disciplines. Many sensitive species use cold air
pools as refugia in times of climate uncertainty [Millar and
Westfall, 2007], and absolute temperature minima and cold
air pools are often important in an ecological context [e.g.,
Tenow and Nilssen, 1990; Pypker et al., 2007]. Most of our
current climate records are sited in relatively low level sites
where most people live, particularly in mountainous regions.
Cold pools both maintain and are strengthened by snow cover
[Whiteman et al., 2004b], can cause problems for transpor-
tation [Bogren and Gustavsson, 1991] and air pollution
[Allwine et al., 1992], and can act as a stabilizing influence
against rapid free‐air fluctuations, especially if saturated with
low‐level clouds. Most paleoclimate records are based on
proxies taken from concavities in the landscape which are
prone to decoupling, and therefore may not be representative
of broader spatial scales [see Stewart and Lister, 2001;
Dobrowski, 2011].
[6] We use the western United States as our study area,

since the region has a relatively good coverage of climate
data, is topographically complex, and the frequent dry and
cloudless weather means that local decoupling is a major
feature of the environment.After data andmethods are outlined
in section 2, section 3 explains how we quantify decoupling
and model its variation in space. In section 4 we then examine
the relationships between decoupling and past temperature
trend magnitudes, before discussing wider implications in
section 5 and concluding our findings in section 6.

2. Data and Methods

[7] We use monthly maximum and minimum temperature
anomalies from 460 sites from the GHCNv2 climate data set
[Peterson and Vose, 1997]. In the United States GHCN sites
are a subset of the NWS COOP (National Weather Service
Cooperative Observer Program) network, chosen for their
relatively long and complete records. Our selection area runs
from 100 to 125°W and from 29 to 50°N (Figure 1). Sites
were only selected if they had at least 50 years of data within
our chosen timeframe of 1948–2006 (59 years).Most hadmore
than this. We extend beyond the traditional mountain ranges
to include a range of sites with relatively simple topography,
such as parts of the High Plains.
[8] The GHCNv2 data set has undergone extensive homo-

geneity adjustments to account for station moves, times of
observations, changes in instrumentation, and other factors
which would influence trends [Peterson and Vose, 1997].
Both adjusted and unadjusted versions are available, and we
apply our analyses to both sets of data, so we can examine the
effects of the adjustments. The sites are fairly evenly dis-
tributed across the study area. Figure 2a shows the elevation
distribution of the GHCN stations. The stations are below the
permanent snow line, but many develop a systematic winter
snowpack. Most stations have a mean annual temperature

Figure 1. Location map of the western United States
showing the distribution of the 460 GHCNv2 stations and
34 COOP stations.
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between 5 and 15°C. The number of stations operating per
year showsminimal variation during our time frame. Although
more recent data sets, including the U.S Historical Climate
Network (USHCNv2) [Menne et al., 2009] are available, the
coverage of stations is less extensive than in GHCNv2. It is
also the case that many of the adjustments made in USHCNv2
are based on comparison with adjacent stations, which makes
each station in theory less independent from its neighbors. It is
possible that such adjustments could diminish local effects
such as decoupling, but this requires further research.
[9] For each station we calculated a topographic index

representative of whether the station was in a local concavity
(valley bottom) or convexity (ridge top). This is because we
hypothesize that decoupling from the free air will be more
significant in concave localities because of the increased
influence of the surface as opposed to the free atmosphere,
and increased likelihood of cold air pooling. First we create a
grid based on the pixels with the lowest elevations within a
given search diameter (listed below). This minimum eleva-
tion grid was then averagedwithin the same diameter, and this

averaged minimum elevation grid was subtracted from the
original DEM to produce the topographic index. Further
details are given by Daly et al. [2010]. The resultant index
varies from zero (station at the lowest point in the local
landscape) to a thousand meters or more (an isolated moun-
tain peak). Flat areas will produce low numbers. Since the
topographic index is scale dependent, we calculate this at
three spatial scales; 2, 4 and 8 arcminutes (roughly equivalent
to 2.6 km, 5.3 km and 10.5 km, respectively, at 45°N).
[10] Figure 2b shows the topographic index at the largest

spatial scale for each of the GHCN stations plotted against
elevation (blue triangles). The correlation between topo-
graphic index and elevation for GHCN stations is weak,
meaning that elevation and topography (convexity/concavity)
are largely independent. Indeed,many high‐elevation stations
are in mountain valleys. In particular, many of the long‐term
homogeneity‐adjusted climate stations in the western United
States are in areas with low topographic index, with very few
mountain summit stations. Although this has been acknowl-
edged in studies of global change [Jones and Moberg, 2003;

Figure 2. (a) Frequency distribution of station elevations (meters above sea level) and (b) relationship
between station elevation and topographic index (see text for details).
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Brohan et al., 2006], there have so far been few serious
efforts to expand the mountain summit network or homoge-
nize existing summit records, and planned long‐term obser-
vational networks such as GCOS are deficient in this regard
[Bradley et al., 2004].
[11] To investigate the influence of topography on decou-

pling we supplement our terrain coverage by choosing 34
additional COOP stations in extremes of topographic expo-
sure, to represent the range of topographic complexity within
the western United States (diamonds in Figure 2b). Mountain
summit stations were chosen by running our topographic
index at all three scales on all potential COOP sites in the
western United States and selecting those with the highest
topographic indices and with the required number of years of
record. At the other extreme we chose six well‐known cold
air pool locations in incised valleys, identified from papers
outlining the locations of extreme minima recorded in the
western United States [e.g., King, 2007]. Table 1 lists the six
most exposed summits and all of the six cold pool locations.
These additional stations mean that we can examine the
relationships between decoupling and topography, but since

the COOP stations are unadjusted in terms of homogeneity
we do not use them in the trend analyses.
[12] Most of the GHCN and COOP stations also had snow

depth data on a monthly basis (in mm), and we also use this
in subsidiary analyses.

3. Quantification of Decoupling

3.1. Definition

[13] We define surface versus free‐air decoupling as
occurring when surface temperature anomalies at a site show
no relationship with upper airflow patterns or synoptic clima-
tology (Figure 3). Decoupling is not therefore synonymous
with cold air pooling, but of a broader development of inde-
pendent surface microclimates, and while cold air drainage is a
strong cause of decoupling, it is not the only cause. In general
anticyclonic conditions (high pressure and negative vorticity)
are more likely to lead to local climate factors becoming more
distinct. Lack of advection under high‐pressure conditions
maximizes local surface effects and temperature inversion
formation, and thus the probability of surface inversions is

Table 1. Examples of Some of the 34 Supplementary COOP Stations Used in Topographical Analysis

Station State Latitude (°N) Longitude (°W) Elevation (m) Topo Index (8 min)

Exposed summits
Blowhard Mountain UT 37.60 −112.87 3260 872
Mt. Hamilton CA 37.34 −121.65 1282 763
Mt. Diablo CA 37.88 −121.93 661 770
Kitt Peak AZ 31.96 −111.60 2070 1144
Wolf Creek Pass CO 37.48 −106.78 3243 678
Sexton Summit WA 42.61 −123.37 1168 695

Known cold air pools
Stanley ID 44.22 −113.07 1911 7
Wisdom MT 45.62 −112.55 1847 18
Seneca OR 44.14 −117.03 1420 26
Truckee CA 39.33 −119.81 1835 78
Jackson WY 42.65 −109.24 1899 46
West Yellowstone WY 44.66 −110.90 2042 28

Figure 3. Schematic representation of the relationship between A–C index (degree of anticyclonicity)
and its influence on surface versus free atmospheric decoupling. Temperatures at the ridge top site are
strongly positively correlated with the A–C index, but those in the valley bottom may be decoupled.

PEPIN ET AL.: DECOUPLING AND CLIMATE CHANGE D10109D10109

4 of 16



often inversely correlated with geopotential height contours
[Lundquist and Cayan, 2007; Lundquist et al., 2008]. This
implies that surface temperatures (in decoupled locations)
are less strongly controlled by the thermal structure of the
free atmosphere when pressure is high.
[14] We develop an index representative of the extent of

surface versus free atmospheric coupling based on the gradient
of the relationship between surface temperature anomalies
and free‐air circulation. This is an extension of previous work
by Daly et al. [2010] and is explained in detail below.
[15] Twice daily 700 hPa geopotential heights (0000 and

1200 UTC) were extracted from the NCEP/NCAR Reanalysis
R1 [Kistler et al., 2001] for 1948–2006 for the domain 90 to
135°W and 20 to 60°N. The pressure level data were at 2.5°
resolution on a latitude/longitude grid. Geopotential heights
were put into an objective algorithm based on Lamb [1972],
Jones et al. [1993] and later used by Losleben et al. [2000]
and Daly et al. [2010] to represent upper level flow strength
and vorticity. Further details are given in these publications.
The algorithm is centered on a particular grid point and allows
a classification of each day’s flow at that grid point as dom-
inated by one of anticyclonic (A), cyclonic (C) or straight
vorticity (zonal flow). AfterDaly et al. [2010], for eachmonth
we calculate the number of anticyclonic days and subtract
the number of cyclonic days to create a “fair weather” index
(A–C) at monthly resolution. Zonal flow days are ignored in
this calculation.
[16] Since our temperature records are at varying locations

across the western United States, we calculate the A–C
index at each grid point across the domain. This was done by
centering the grid used to calculate the index on the reanalysis
grid point nearest to each GHCN or COOP station in turn.
Figure 4 shows the mean index (1948–2006) for 0000 UTC.
On average conditions tend to be more anticyclonic in the
south and east of the domain than in the north and west, and
there is a tendency for increased anticyclonicity over Utah
associated with mean ridging in the upper level flow over the
intermountain West. Similar patterns are seen for 1200 UTC.
The index is on average higher in summer than in winter and

spring, because an upper level ridge dominates the west in
summer (maps not shown).
[17] We calculated the slope of the linear regression

function fitted to the relationship between surface monthly
temperature anomalies and the monthly A–C index (for the
nearest grid point) at each station, over the entire time
period. The slope coefficient (°C/d A–C change) represents
the extent of coupling and is therefore a coupling index.
This was calculated both for monthly average daily minimum
temperatures (Tmin) (compared with 1200 UTC A–C index,
which ranged from 4:00 to 6:00 A.M. local standard time over
our domain) andmonthly average dailymaximum temperatures
(Tmax) (compared with 0000 UTC A–C index, which ranged
from4:00 to 6:00 P.M. local standard time). A stronger gradient
indicates more coupling between surface temperature anoma-
lies and free‐air circulation. Gradients are almost universally
positive, but values range from around zero (effectively
decoupled) to 0.3°C/d A–C change (high degree of coupling).

3.2. Spatial Patterns of (De)coupling

[18] Before we examine the effect of (de)coupling on
long‐term temperature trends, it is important to understand
how it is spatially expressed. Figure 5 shows generalized maps
of the coupling index for daytime maximum temperatures
(Figure 5a) and nighttime minimum temperatures (Figure 5b).
Broad spatial patterns of decoupling on an annual basis make
intuitive sense. The Tmax coupling index (Figure 5a) shows
limited local variability and is synoptically controlled,
reaching a maximum in the north of the region, particularly
Montana, where upper level ridges and troughs compete for
dominance. Stations along the West Coast, in particular in
Oregon and California, show limited coupling; a semi-
permanent surface inversion along the coast explains the
decoupling in this area [Dorman et al., 2000; Filonczuk et al.,
1995; Leipper, 1994]. Thus over the western coastal region
where a persistent marine layer causes regional decoupling,
and in the far south where synoptic variability is limited, the
surface climate tends to be relatively decoupled from the
A–C index. The more complex patterns of Tmin coupling

Figure 4. The mean monthly A–C index over the domain for 0000 UTC (1948–2006).
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reflect a stronger influence of local topography on nocturnal
temperatures compared to those of Tmax (Figure 5b). This is
consistent with studies of cold air pooling, which ismuchmore
prominent in Tmin than Tmax [Whiteman, 1982;Clements et al.,
2003; Lundquist et al., 2008].
[19] We regressed the coupling indices against latitude,

longitude, elevation and our topographic indices (at the
three spatial scales). Table 2 lists significant correlations
(p < 0.05) between spatial variables and the coupling indices.
Results are shown for the year as a whole and for individual
seasons. The total variance explained by all the topographic
and locational variables is listed in the final column, and
although not particularly high, clearly shows some success in
modeling their spatial variance. The signs of the correlations
of individual factors occasionally vary by season and time
of day but are often consistent. Because our index is one of
coupling, a positive correlation in Table 2 means that decou-
pling more commonly occurs with a decrease in that spatial
variable. Thus in most seasons, decoupling more frequently
occurs at lower latitudes (less distinct synoptic signal), further
west in the domain, at lower elevations, and in relatively low
lying areas (low topographic index). The signs of the
relationships with topography are consistent during all sea-

sons, and the scale of the topographic index used is relatively
unimportant. Winter decoupling is dominated by larger‐scale
synoptic controls, and topography is not a significant pre-
dictor, whereas in spring and fall topography is relatively
important. Decoupling usually decreases slightly at higher
elevations, but was often omitted from regression models
when run in stepwise mode (not shown). This may be a result
of insufficient stations at the highest elevations, or because
of the confounding effects of topographic position (see
Figure 2).
[20] Figure 6 shows the relationship between our coupling

index and the large‐scale topographic index for Tmin in the
four seasons for all stations. Different scales are used on the
y axis in different panels to increase clarity of presentation.
Clearly topography is not the only control of decoupling,
particularly in winter when the broad regional pattern
(controlled by synoptics and shown in Figure 5b) is also a
strong influence on our coupling index. Thus the winter
graph shows a group of stations with low topographic index
and high coupling (centered in Montana and parts of the
northern tier of states). If we divide the domain into four
quadrants using 115°W and 42.5°N as the dividing lines, the
correlation between our coupling index and topographic

Figure 5. The spatial pattern of the coupling index (°C/d A–C change) for (a) daily maximum tempera-
tures and (b) daily minimum temperatures. The highly coupled northeastern region is indicated by the
solid box.

Table 2. Correlations (p < 0.05) Between Coupling Gradients and Topographical Variables Over the Western United States for Mean
Annual Maximum and Minimum Temperatures, Seasonal Maximum Temperatures, and Seasonal Minimum Temperaturesa

Latitude Longitude Elevation Topo8 Topo4 Topo2 R2

Tmax annual 0.759 −0.136 −0.091b 0.591
Tmin annual 0.575 0.090b 0.100b 0.217 0.202 0.199 0.498
Tmax DJF 0.206 0.669 0.253 0.585
Tmax MAM 0.307 0.237 0.255 0.158 0.141 0.136 0.244
Tmax JJA 0.732 −0.137 −0.317 0.603
Tmax SON 0.621 0.181 0.266 0.568
Tmin DJF 0.500 0.463 0.157 0.664
Tmin MAM −0.167 0.346 0.386 0.476 0.463 0.436 0.401
Tmin JJA 0.305 0.157 0.119 0.187 0.163 0.169 0.212
Tmin SON 0.325 0.271 0.250 0.339 0.325 0.304 0.432

aTotal variance explained, R2 (using all variables), is given in the eighth column. Significant correlations are marked in bold (p < 0.01). All R2 values are
significant at <0.01.

bSignificant at p = 0.05 but not p = 0.01.
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index increases for sub areas. Collectively for the three quad-
rants outside the northeast, the correlation is 0.27 (n = 392)
(graph not shown) and for the southwest quadrant 0.756
(n = 99) (Figure 6e), suggesting that outside the highly
coupled northeastern region, topography is a stronger con-
trol of decoupling at night. In seasons other than winter the
synoptic influence on decoupling is smaller and topographic
influence stronger because the jet stream is usually much fur-
ther north. Thus spring and autumn show stronger relationships
between coupling and topography. Summer shows a weak
pattern probably due to a combination of limited variation
in circulation patterns during summer and shorter nights
(which do not allow time for spatially extensive nocturnal
driven cold pools to develop).
[21] In all the graphs the supplementary COOP stations

(specifically chosen to cover the range of topography) dom-
inate the variation along the topographic axis and show highly
significant relationships (p > 0.01) between coupling and
topography. In a broader sense, however, most of the
exposed sites with high topographic index show high
coupling (>0.05°C/d change), whereas sites with low topo-
graphic index show a much broader range of gradients. Thus
incised topography appears a necessary but not sufficient
requirement for strong decoupling. In summary, Figure 6
indentifies that there are competing regional‐ (synoptic) and

local‐scale (topographic) influences on decoupling, the
latter being relatively more important at night. Thus in
some further analyses we separate stations in the strongly
coupled northeastern region (approximatelyMontana, eastern
Idaho, northern Wyoming, and North Dakota) from the
other stations.

4. Relationships Between Indices of Decoupling
and Long‐Term (1948–2006) Temperature Trends

4.1. Temperature Trends

[22] In our trend analysis we confine our results to the
464 GHCN stations since the supplementary COOP sta-
tions have not undergone homogeneity adjustment. The
spatial patterns in western United States temperature trends
(Figures 7a and 7b) are highly variable, as perhaps expected
in such a topographically complex region. We defined the
rate of warming by the gradient of an ordinary least squares
regression line fitted to mean monthly temperature anoma-
lies at a site over the period 1948–2006, and determined
significance taking temporal autocorrelation into account
[Santer et al., 2000]. Many stations warmed during this
period, with 204 (44.4%) stations showing significant (p <
0.05) Tmax warming, rising to 307 (66.7%) for Tmin. There
are pockets of significant negative trends (32 stations for

Figure 6. The relationship between the coupling index (minimum temperatures) and topographical
index for (a) spring (MAM), (b) summer (JJA), (c) fall (SON), (d) winter (DJF), and (e) winter (DJF)
in the SW quadrant (south of 42.5°N and west of 115°W) only.
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Tmin). In general Tmin trends are more positive (more
warming) than those for Tmax [Karl et al., 1993]. In addition,
the map of Tmin trends (Figure 7b) shows more local‐scale
variability than the Tmax map. Mean trend magnitudes are
0.16°C/decade and 0.21°C/decade for Tmax and Tmin tem-
peratures, respectively (adjusted data), which agree broadly
with studies in other regions of the globe [Brohan et al., 2006;
Solomon et al., 2007].
[23] On an annual basis there are no strong significant

relationships between elevation, topography and temperature
trend magnitude (not shown). This is in contrast to some
studies which claim enhanced warming at higher elevations
either in the United States or elsewhere [Diaz and Bradley,
1997; Chen et al., 2003; Fyfe and Flato, 1999; Diaz and
Eischeid, 2007; Giorgi et al., 1997; Liu and Chen, 2000;
Liu et al., 2009]. Some of these studies tended to use future
model simulations rather than past climate records, while
other studies have not replicated such claims [Vuille et al.,
2003; Appenzeller et al., 2008; You et al., 2008; Pepin and
Seidel, 2005; Pepin and Lundquist, 2008].

4.2. Trends in Circulation (the A–C Index)

[24] We also calculated least squares linear trends in the
A–C index at all grid points from 1948 to 2006, and in most
cases the long‐term trends were insignificant or very small
(Figure 8). On an annual basis long‐term trends were insig-
nificant over the vast majority of the domain (not shown), but

some seasonal trends were significant, although inconsistent
[see Abatzoglou and Redmond, 2007]. In fall there has been
a significant increase in cyclonicity over much of the region
(Figure 8d), implying more frequent storms. The rate of
increase ranges from around 0.5 days to over 1 d/decade.
Winter has seen more frequent anticyclonicity in the north
of the domain, but more frequent cyclonicity in the south,
suggesting a more active southern storm track (Figure 8a),
consistent with the shift in the Pacific Decadal Oscillation
(PDO) over the time period examined [Mantua et al., 1997].
In section 4.3 we examine whether these changes can
account for spatial contrasts in warming rates.

4.3. The Relationship Between Temperature Trends
and (De)coupling

[25] We expect a theoretical temperature trend at any given
location to be a function of (1) the large‐scale net radiation
balance (i.e., increasing downward longwave radiation over
the globe caused by increases in greenhouse gas emissions
would be expected to result in positive trends), (2) changes
in circulation patterns over the period examined (e.g., more
or fewer clouds and/or cold winter storms), and (3) local
land cover characteristics (e.g., changes in local shading or
sky view factor due to changes such as vegetation cover).
Here we focus on site‐specific variations in temperature
trends due to changes in circulation patterns over the period
examined by assessing how temperatures at each site respond

Figure 7. The spatial pattern of temperature trend magnitudes over the western United States (1948–
2006) for (a) maximum temperatures and (b) minimum temperatures.
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to circulation changes (the coupling index) and how this in
turn influences the temperature trends reported. Supple-
mentary COOP stations are excluded from these analyses.
[26] The patterns of coupling, as represented by the coupling

indices (Figure 5), show some spatial autocorrelation. So do
the temperature trends, but to a lower extent (Figure 7).
Because of this, conventional significance levels when
assessing correlations between these variables are unrealisti-
cally low (often p < 0.001, even for correlations of 0.1–0.2),
since in reality one station is not technically independent
from those nearby [Clifford et al., 1989; Griffith, 2005]. We
do not quote significance levels in our discussion because of
this issue, to avoid giving credence to “significant” relation-
ships (e.g., p < 0.001) which nevertheless are somewhat
superfluous. We measured autocorrelation using the Moran’s
I statistic, and using an approximation based on Dale and
Fortin [2009] we were able to estimate new effective
(reduced) sample sizes. These ranged from 172 to 394 for the
analyses below (original n = 460). To be conservative we
confine ourselves to a discussion of correlations higher than
0.3 in the following text (this would be equivalent to assuming
an effective sample size of 31 for p < 0.05).

[27] Table 3 lists correlations between our coupling index
(defined in section 3.1) and the magnitude of the annual and
seasonal long‐term temperature trends (1948–2006), for all
stations based on unadjusted and adjusted GHCN data. On
an annual basis (all stations) there is no strong relationship
between the overall trend magnitude and the coupling index.
On a seasonal basis, however, we find some higher correla-
tions (r > 0.3). For both Tmax and Tmin, correlations between
trend magnitude and coupling index are positive in winter
(which showed a preference toward increased anticylonicity
over the period over much of the domain (Figures 8a and 8b)),
and for Tmin the correlation is negative in fall (which showed
increased cyclonicity over the period over much of the
domain (Figure 8d)). Correlations in the 0.3–0.4 range
mean that there is much scatter, and that (de)coupling is
not the only factor influencing climate change. However,
decoupled locations show a distinct tendency to have warmed
less rapidly than coupled sites in winter (more frequent
inversions corresponding to increased anticyclonicity), but
warmed more rapidly in fall (less frequent inversions corre-
sponding to increased cyclonicity). Spring and summer show
limited correlation. Using adjusted or unadjusted GHCN data
makes relatively little difference to the results.

Figure 8. Long‐term changes in circulation (A–C index) over the domain. The negative numbers
(d/decade) mean an increase in the frequency of cyclonic conditions. (a) Winter (DJF), (b) spring
(MAM), (c) summer (JJA), and (d) fall (SON).
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[28] The above analysis includes all stations, even for
areas (and seasons) where there has been no significant
change in the A–C index. It is difficult, based on such
analysis alone, to separate any circulation effect from other
factors. For locations and in seasons where the A–C index
has increased (more anticyclonicity) over the period of interest,
we would expect greater than average temperature increases in
highly coupled locations and smaller than average increases in
decoupled locations. The opposite, however, would be true for
locations and seasons where the A–C index has decreased.
Using all stations, the fall relationship between coupling and
temperature trend magnitude for Tmin was negative (Figure 9a)
(r = −0.328). This relationship strengthens slightly (r = −0.352)
for the subsets of sites with significant (p < 0.05) circulation
change. Thus coupled locations are experiencing preferen-
tial cooling associated with increased cyclonicity, with less
change at the buffered decoupled locations. In winter, on the
other hand, overall there is a positive relationship between

coupling and temperature trend magnitude, with coupled
sites warming more rapidly (Figure 9b) (r = 0.375). Again
this pattern strengthens for stations with significant circulation
change (r = 0.475) (Figure 9b). This is perhaps unsurprising
since winter anticyclonicity has increased, and more fre-
quent inversions would mean relatively subdued warming
in decoupled locations.
[29] To separate regional and local forcings, we show

separate analyses for the northern tier originally identified as
well coupled in Figure 5b (all stations east of 115°W and north
of 42.5°N (Figure 10a)) versus all other stations (Figure 10b).
In the generally well‐coupled northern tier, which is also
snow covered in winter, there is a very strong positive rela-
tionship between coupling and the rate of temperature change
for Tmax (r = 0.777). Thus relatively decoupled sites are
warming less rapidly and to some extent are buffered from
the rapid warming otherwise seen in this coupled region.
However, this relationship does not exist to the same extent
outside this region (Figure 10b) and instead appears depen-
dent on snow cover. For each site, mean winter (DJF) snow
depth was extracted from the climate records. A mean snow
depth of 20 mm and above was assumed to indicate persistent
winter snowpack in most winters, and about half of the sta-
tions overall met this criterion (Figure 10c), mostly in the
north of the domain, but also in the mountains of the Sierra
Nevada, western Colorado, Nevada and the southwest (snow-
flake symbols). An examination of the relationship between
decoupling and the rate of Tmax change for snow covered and
non snow covered locations separately (Figure 10b) for all
stations outside the northern tier shows that the positive
relationship between DJF coupling and warming remains for

Table 3. Annual and Seasonal Correlations Between the Coupling
Index and the Rate of Temperature Change for GHCN Maximum
and Minimum Temperaturesa

Annual DJF MAM JJA SON

Tmax non‐adj 0.205 0.256 0.169 −0.110 −0.235
Tmax adj 0.188 0.375 0.195 −0.060 −0.217
Tmin non‐adj 0.015 0.248 0.082 −0.119 −0.350
Tmin adj 0.040 0.320 0.0002 −0.081 −0.328

a“Adj” denotes GHCN adjusted data were used. Supplementary COOP
stations are omitted.

Figure 9. The relationship between the coupling index and seasonal temperature trends for (a) fall
(SON) for stations with (triangles) and without (squares) significant circulation change and (b) winter
(DJF) for stations with (triangles) and without (squares) significant circulation change. GHCN stations
only are used in all analyses.
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snow covered locations (r = 0.659), but reverses at non snow
covered locations (r = −0.359).
[30] Thus the presence of snow cover in a decoupled

location appears to reduce the warming rate compared to
coupled locations. On the other hand, where snow cover is
absent, the reverse relationship (albeit weaker) can be seen,
and decoupled locations are actually warming faster. The
above winter relationships also hold in a weaker form for
Tmin (not shown). These findings suggest that not all

decoupled locations have acted in the same manner in the
past, or will do so in the future. In the generally coupled
northern tier, nearly all sites are snow covered in winter, so it
is not possible to assess the influence of snow independent
of larger‐scale synoptic changes, but outside this region,
where the synoptic control of coupling is weaker, and more
local influences are critical, snow cover appears to have a
strong effect.

Figure 10. Winter (DJF) adjusted maximum temperature trends versus coupling index for (a) northern
tier region east of 115°W and north of 42.5°N only (snow covered) and (b) all other stations including
snowy (squares) and nonsnowy (triangles). (c) The location of snowy (snowflake symbol) and nonsnowy
(upward triangle) stations in the western United States. A critical threshold of 20 mm was used to separate
snowy and nonsnowy locations. The highly coupled northeastern region (used in Figure 10a) is delimited
by the box covering parts of Idaho, Montana and Wyoming.

Table 4. Multiple Regression Model Coefficients and Significance for All Variables With Dummy Variables Representing Presence/
Absence of Circulation Change, Region, and Snow Covera

b0 b1 b2 b3 b4 b5 b6 b7

Variable intercept coupling circulation change region snow circulation interaction region interaction snow interaction
Coefficient +0.131 −0.581 +0.106 −0.343 −0.231 −0.306 +1.046 +0.974
P value 0.000 0.000 0.007 0.000 0.000 0.016 0.000 0.000

aInteraction terms are also included. Terms bo and b1 provide the basic model. Terms b2 to b4 show the influence of that factor on the intercept of the
general model, while terms b5 to b7 show the influence on the gradient (interaction terms). Overall r2 is 0.362.
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[31] Finally, to examine interaction between the effects of
region, snow cover and circulation change in one unified
model, we created a multiple regression model for winter
Tmax with dummy interaction terms. The base category was
the region outside the northern tier with no snow and no
significant circulation change. The coupling index was nor-
malized meaning that b0 represents the predicted temperature
trend for average coupling for the base category (+0.13°C/
decade). All other terms in the model were significant
(Table 4) meaning that snow, region and circulation change
all have significant independent effects on both the gradient
and the intercept of the fitted model between coupling index
and temperature trend magnitude. The coefficients b0 and b1
show that for the base category, coupling decreases the trend
magnitude (weaker/stronger warming at coupled/decoupled
sites). However, this effect is reversed in the northern Tier
region (b6) and by the presence of snow cover (b7). Signifi-
cant circulation change (b5), on the other hand, strengthens
the base category relationship (increased negative gradient
between coupling and trend magnitude).

4.4. Regional Case Study: California and Oregon Coast

[32] The map of the coupling index for daily maximum
temperature (Figure 5a) clearly shows that the western coastal
region shows low values due to the extensive marine layer in
this region. To investigate the unique behavior of west coast
decoupling we separated these stations in California and
Oregon from the rest of the region: region 1, all stations
within 20 km of the coast (n = 36); region 2, all stations west
of the Cascades and Sierra Nevada but further than 20 km
from the coast (n = 44); and region 3, all other inland stations
(n = 380).
[33] Table 5 lists the correlations between coupling index

and rate of temperature change for these three regions. We
used adjusted temperature trends, and supplementary COOP
stations were again omitted. In many cases, especially in
regions 1 and 2, spatial autocorrelation is weak and has little
influence on significance. In region 3, however, we only dis-
cuss correlations above 0.3 as having any interest. Unsurpris-
ingly, the relationships discussed in section 4.3 above are still
present for region 3 (all inland stations) for winter and fall.
However, they break down in the coastal region. There are
no significant correlations at all between coupling index and
warming rates in region 1, and nearly all the relationships
disappear in region 2. This may be partly a result of the
general lack of data. Because of the relatively small number
of stations in the coastal regions, results were also sensitive
to the exact delineation of the coastal zones (not shown).

Clearly the coastal region behaves in a manner different
than the vast majority of inland stations (region 3) and more
research as to why this is the case is required.

5. Discussion and Implications

[34] We have found significant relationships between the
extent of surface versus free‐air decoupling and the rate of
temperature change over the last 60 years in the western
United States. On the scale of the western United States the
relationships are seasonally and regionally dependent, and it
is dangerous to make generalizations. On the annual scale
there is no simple strong relationship between decoupling
and warming rate over the last 60 years, although coupled
locations dependent on circulation change appear to have
beenmore consistent in their warming rates (mostly mountain
summits). On the seasonal scale, in winter and spring,
increased anticyclonicity (particularly in the north of the
region) has tended to mean enhanced warming at coupled
locations, with decoupled locations being buffered from this
warming to some extent. In contrast, increased cyclonicity
in fall has actually caused cooling at coupled locations, and
there is a less consistent signal at decoupled locations. Because
of varying changes in different seasons and regions, it is not
easy to make general statements about the aggregated annual
effects of such changes.
[35] So far observed changes in circulation have been rather

small, and confined to certain seasons and/or subparts of the
domain. This makes it difficult to see strong relationships
between decoupling and temperature trends. However, if cir-
culation changes were to become more significant in the 21st
century, attendant spatial contrasts in temperature response
may become much clearer. We can use our knowledge of
the variable gradient of temperature response to circulation
change (our coupling index) to quantify the extra spatial
variance in warming rates which would accompany a wide-
spread and systematic change in circulation over the western
United States. Although climate models have problems sim-
ulating local‐scale climate variability, many are now attempt-
ing to simulate long‐term changes in circulation patterns [Yin,
2005; Pinto et al., 2007]. Over the western United States
some scenarios suggest a northward migration of the jet
stream, and a general strengthening of the Pacific high. This
wouldmeanmore anticyclonic days in the south of the region,
and possibly further north (for a discussion see Christensen
et al. [2007]). Although circulation change will not be the
same everywhere, only a 3 day increase in the mean A–C
index would be required to add an extra 1°C of variability in

Table 5. Annual and Seasonal Correlations Between the Coupling Index and the Rate of Temperature Change forMaximum andMinimum
Temperatures for the Regions Defined in Section 4.4a

Region Annual DJF MAM JJA SON

Tmax all data 0.188 0.375 0.195 −0.060 −0.217
Tmax region 1 (west of crest, <20 km from coast) 0.083 −0.252 0.211 0.150 0.050
Tmax region 2 (west of crest, >20 km from coast) 0.001 0.141 −0.034 0.152 −0.127
Tmax region 3 (east of crest) 0.254 0.498 0.280 −0.053 −0.137
Tmin all data 0.040 0.320 0.0002 −0.081 −0.328
Tmin region 1 −0.116 −0.004 −0.098 −0.125 −0.044
Tmin region 2 −0.185 −0.264 0.136 −0.058 −0.310
Tmin region 3 0.101 0.331 0.036 0.106 −0.309

aAdjusted data are used. COOP stations are omitted.
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climate response between the most decoupled and coupled
sites on an annual basis (for maximum temperatures, based
on the variation in response gradients in Figure 5a). The
influence in individual seasons would be much more than
this. These figures are independent from and additional to
any broad warming due to greenhouse emissions which is
forecast to range from 2.1 to 5.7°C over the western United
States for the A1B scenario in the next century [Solomon
et al., 2007, Table 11.1].
[36] Because we have shown decoupled locations to

behave differently from more exposed free‐air sites in their
response to long‐term change, another issue of representa-
tiveness becomes important. Examination of the variability
in temperature trends (as opposed to the mean magnitude)
shows that variability has been enhanced in decoupled loca-
tions in comparison with coupled locations. Dividing the sta-
tions into two equal groups using the median coupling index
(section 3.1) as the boundary, the variance in trend magnitude
is 0.035°C/decade versus 0.025°C/decade for decoupled
versus coupled locations, respectively, for Tmax trends, and
0.057°C/decade versus 0.035°C/decade for Tmin trends (both
differences are significant at p < 0.01). Thus temperature
trends are more variable at decoupled locations.
[37] This is relevant to the design of a long‐term climate

monitoring network in the western United States (and else-
where). In making our decisions about which surface data
sets to use for temperature trend investigation in this study, it
became clear that both GHCNv2 and USHCNv2 suffer from
a topographic bias toward valley locations with very few
mountain top sites, and it was necessary to use supplementary
COOP sites to examine the influence of topography (although
we could not use them for trends). Most long‐term climate
stations are located in topographically low‐lying areas, and as
such are likely to be decoupled to a greater degree than most
of the landscape. This might not be relevant when acquiring
local trends, but is a problem when attempting to scale up site
trends to obtain regional estimates of climate trends from
surface data. Increased variance of trends at decoupled sites
(partly a result of the variable relationships between trends
and decoupling we illustrate in this paper) would make this
issue worse. On the other hand, it is a problem for climate
modelers since trend predictions based on downscaling
regional changes could be missing important local detail,
which is systematically different from free‐air changes. This
issue is relevant to palaeoclimatologists who use proxies
predominantly found in decoupled locations, such as lake
chironomids [Lotter et al., 1997], diatoms [Stoermer and
Smol, 2001], sediment cores [Battarbee, 2000] and glaciers
[Oerlemans, 2001] to reconstruct past patterns of climate
variability and change. Such proxies would overestimate past
climate variability in a spatial sense. The issues therefore of
enhanced variance and/or consistent differences in trend
identification from decoupled versus coupled sites deserve
further research.
[38] The extent to which snow cover appears to strengthen

the influence of circulation pattern in winter is another area
requiring further research. Outside the northern tier the
effect of decoupling on warming rates appears dependent on
snow cover. To understand why this is the case, we have to
examine the physics of decoupling. Although the influence
of cold air pooling in areas of incised topography is not the
only contributor to explain the contrast between decoupled

and coupled locations, it is a major component, especially
outside the highly coupled northern region. In a classic cold
pool location under sunny conditions (positive radiation
balance), the presence of snow cover will prevent solar
radiation from warming the surface and the low‐level air
(albedo effect), and this will encourage thermal inertia (i.e.,
stabilize the temperature regime). Sublimation from the snow
surface may also increase humidity and encourage low‐level
fog formation, which would magnify this effect. During
periods of negative energy balance, the insulation from snow
cover minimizes upward heat flux from the ground beneath
the snow [Whiteman et al., 2004a], which allows the efficient
loss of longwave radiation from the snow surface to dominate
the air temperature regime, encouraging low surface minimum
temperatures. Overall, therefore, it is much more likely that
any inversion which forms in a snow covered decoupled
location will persist, since inversions break up through radi-
ative heating from below as well as from synoptically driven
and dynamically induced mixing from above [Whiteman,
1982]. In our analyses, because the positive relationship
between coupling and temperature trend magnitude is stron-
gest for Tmax, it is likely that the high albedo of snow plays an
important role in reducing warming at decoupled locations.
[39] Although the presence of snow cover and negative

energy balance in maintaining inversions (during both day and
night) is well appreciated in meteorology [Barr and Orgill,
1989; Neff and King, 1989; Whiteman et al., 1999, 2004b],
so far it has not been known whether this is acting as a brake
on possible daytime climate warming rates in locations where
winter snow cover is persistent. Our analysis suggests this
could be the case wherever snow cover is substantial, and
the local climate is decoupled. One could argue that any
snow stabilizing effect is also important at exposed sites, but
the point is that this influence is reduced in comparison with
decoupled locations because of the increased influence of
the free atmosphere (wind) and the reduced influence of the
surface itself [Barry, 2008].
[40] Current snow cover trends in the western United States

are predominantly negative [Mote et al., 2005]. If snow cover
were to disappear at a decoupled location, then based on
the opposing signs of the correlations in Figure 10b, local
decoupling would no longer work to the station’s benefit, and
warming rates could be steeper than at exposed coupled
locations. Taken logically this means that the warming in
snowy decoupled locations may be delayed until a critical
threshold is reached when the snow disappears. Then there
could be a step change with warming accelerating as the sta-
bilizing effect of the snow cover is no longer present. This
could be important for local managers and any people
concerned with protecting such landscapes in the western
United States to appreciate. Many cold adapted flora and fauna
inhabit cold pool locations because of the distinct micro-
climates [Millar andWestfall, 2007; Tenow andNilssen, 1990;
Virtanen et al., 1998], and the implications for them could be
profound, especially at their southern limits [Lesica and
McCune, 2004].
[41] Finally, there are some interesting issues which emerge

as a result of spatial scale. Most of our relationships were
extremely weak during summer. The correlation between
topographic index and decoupling, although still present,
was much weaker during this season, and there were no
relationships uncovered between decoupling and rates of
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temperature change. During summer cold air drainage is
transient and typically only occurs for a few hours each night.
It is therefore likely to be on a small spatial scale (highly
localized), and we suspect that this was not picked up by our
more regional analysis. Certainly summer cold air pools can
be meters wide [Yoshino, 1975], and the landscape com-
plexity is typically fractal in nature. In the Oregon Cascades,
Daly et al. [2010] found that topographic position at the
150 m scale was the best predictor of the strength of decou-
pling, and it is possible that smaller scales play a major role.
In such circumstances the spatial scale of investigation is
critical to the findings obtained. We suspect that our topo-
graphic indices are on too large a scale to capture summer
decoupling. If we were to examine smaller spatial scales,
slight inaccuracies in station position would become critical.
[42] Convection is an additional influence in the summer-

time climate which operates on a small scale, and it notoriously
difficult to model against the landscape. Daily maximum
temperatures in particular will be controlled by the develop-
ment of convective clouds in the afternoon. This suggests
that our methodology might not be so helpful in the tropical
regions of the world where local‐scale convection is a strong
control of climate, and atmospheric circulation, as represented
by upper air level flow, less so.
[43] In a recent global analysis [Pepin and Lundquist,

2008] it was shown that areas of incised topography showed
increased variance in temperature trends in comparison with
exposed ridge top and summit sites. Thus mountain sum-
mits could be seen as important markers above a sea of low‐
elevation noise. However, the extent to which this result was
controlled by decoupling was unknown. The present study
has suggested that there is increased variance in temperature
trends at decoupled locations on the scale of the western
United States. However, results are dependent on season and
the spatial scale examined. The identification of the coastal
region as one where our relationships break down in most
seasons, exemplifies the dangers of assuming that the same
relationships are applicable in all locations. It is possible that
examination of the problem at the scale of the individual
drainage basin or watershed within the western United States
[e.g., Daly et al., 2010] will uncover even more complexity,
and practitioners would be well advised to understand this.
There is no better substitute than local climate monitoring for
understanding future changes at the subwatershed scale.

6. Conclusions and Summary

[44] An analysis of temperature trends over the western
United States since 1948, with particular emphasis on how
local patterns of surface versus free‐air decoupling have
mediated these trends, shows important results. Incised
topography is strongly related to patterns of decoupling,
especially at night, but there are also regional contrasts in
the strength of decoupling related to synoptic circulation
patterns.
[45] On the annual scale there are no simple relationships

between decoupling and trendmagnitudes. It is not true to say
that decoupled locations have been warming more or less
rapidly than exposed free‐air sites. However, on a seasonal
basis, there has been less winter warming at decoupled sites,
especially in snow covered locations, and in fall the warming
has been enhanced. These patterns correspond with increased

anticyclonicity in winter and increased cyclonicity in fall over
the majority of our domain, but the influence of snow appears
independent of circulation changes.
[46] It is important to add a caveat, mostly relevant to the

interpretation of our findings. In this analysis we have
defined coupling as the response of surface temperatures to
upper level flow vorticity. Although this response is depressed
locally in cold air pooling locations in comparison with
exposed sites, there are other more regional factors which
can depress surface response, particularly on the continental
interior side of mountain ranges and along coastlines. In the
former case, low‐level arctic air masses periodically form
widespread inversions on the High Plains, and in the latter
case, the surface marine layer on the west coast is a per-
sistent regional‐scale feature, especially in summer. Thus
these regional variations in response mean that local‐scale
cold air pooling is not the only cause of decoupling. Further
work is required to explain the influence of such additional
factors on decoupling and hence on temperature trends.
[47] On the broad continental scale, our research demon-

strates that the extent of surface decoupling has influenced
the pattern of past observed temperature trends, and is therefore
likely to be of importance in controlling future trend patterns.
Thus it is all the more important to concentrate on improving
our estimates of local‐scale patterns of climate and climate
change, since an understanding of the current‐day spatial
complexity of climate is essential to accurately downscale
predictions of future climate trends.
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